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High Performance Computing — the race is on!

A Greater than 500,000x increase in O i
supercomputer performance, withnoend ... .
currently in sight! ,

A We are now pursuingxascaleomputing! | ™
1 Exaflop 9 T calculations per second ¢ ]

T Fugakuirst computer to achieve this usin
ARM chip technology (for mixegtecision "~ .-~
benchmark) A

1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016

Lists

1 Otherexascalesystems on the horizon
using GPU technology:

A Frontier (Cray/AMD, ORNL, 2021/2022)
A Aurora (Cray/Intel, ANL, 2021/2022)
A El Capitan (Cray/AMD, LLNL, 2023)
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The need for redesign

A Current architecture trends favor regular compute patterns and large '
problems for high performance

A Difficult for unstructured solvers as well as for multigrid methods with
decreasing level sizes

A Required different strategies i & LIMisrfades

A Hypre haS 3 interfaces Linear System Interfaces

T Structured (Struct) s,
T Semistructured GStrucy m

1 Linearalgebraic (1J)

Linear Solvers

PFMG, ... FAC, ... Split, ... MLI, ... AMG, ...

l l l l l

Data Layouts

structured composite block-struc unstruc CSR

. . e
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Strategy for Interfaces/Solvers in Preparation for
Exascale Platforms

‘/(2,4)

S4
S1 S0 S2
S3

A Strategy for structured solvers: Kook

_[_1-;_1] T
T More suitable data structures R
(based on grids and stencils) allow easier porting through adapting of the

BoxLoops
A Currently allow use of CUDA Total times for a 7pt 3D Laplace problem on a
HIP. RAJAKokkos OpenMP 4 ’5 nxnxn grid, AMG-PCG on 2 nodes of Spock

10

1 BoxLoopsvill also ease
porting to Intel GPUs

A PFMGPCG runs on Spock
(4 AMD Mi100, AMD Rome
per node) 0.01

1 CPU version: 4 MPI x 16 OMP
per node

1 GPU version: 4 GPUs per node

—&— PFMG —&—PFMG-opt =--0--PFMG-cpu =--0--PFMG-o-cpu
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Strategy for Interfaces/Solvers in Preparation for
Exascale Platforms

A Strategy for unstructured solvers, particularly for most often use
AMG preconditioner/solveBoomerAMG

1 CSPkbased matrix data structures

T Modularize into smaller chunks/kernels to be ported to CUDA for Nvidia
GPUS initially

1 Convert CUDA kernels to HIP for AMD Ggblgial support since hypre
v.2.21.0) and SYCL for Intel GPUs

1 Develop new algorithms for portions not suitable for GPUs (interpolation
operators)

1 Various special solvers (e.fglaxwell solver AMS, ADS, ANBAIR MGR)
built on BoomerAM@enefit from this strategy 4

Now CUDA-
enabled!
New in v.2.22.0!
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GPU Implementation of AMG Solve Phase

Solve Phase:

Relax A™y™ = fm Relax A™u™ =f™
@, Compute r™ =f" - AMy™ Correct u"« um+em @
Restrict r™* =R™Mr™ Interpolate e™ =pPMe™*
\ Solve
‘ A(m+1)em+1 - rm+1 E ‘

A Jacobi, polynomial smoothers are all based on mafgistor
multiplications

A MG solve phase can now completely be expressed in terms of
matrix-vector multiplications

A Can take advantage of efficient GPU kernels!

. . 4l
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GPU implementation of AMG Setup Phase

1T Select coarse fAgridso
1 Define interpolation: P™, m=1.2,...
1 Define restriction: R™, m=12,., often R™ =(P™)"

1 Define coarse-grid operators: A™Y =RMAMp™

A Implement generation of strength matrix (highly parallel)
A Implement finegrained parallel coarsening algorithm: PMIS (highly paralle

A Implement coarseyrid operator generatior triple matrix productc much
research for efficient matrixnatrix multiplication

A What about interpolation?

. . a1
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Distancetwo Iinterpolation operators

AApply classical interpolation to extended stentH,
AExtended interpolation:

P W e - M
V » B, & (oo B, ce ) r o
OO T ﬁ
m OEAOx EOA &
AWeak connections @)
to Gpoints complicate |
formula and implementation! ®

\ / o

N A S&IO»‘ 9
-4

National Nuclear Security Administration




MM -Extended Interpolation

) e 0 0
A Consideo [ .

: ]anda 0 & b

A define 0 [QH

A Generatedo ando

AO AE@®Cp);row sums ofd

AO AEMQRE®C)); diagonal ofd

AO AE@C O ]p);row sums of weak coefficients

A Then
w (O ©0) (o 0)O o 0O 0

wa

' YA
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Distancetwo Iinterpolation operators

AExtended MMinterpolation:

e
vy

q u 4l
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Distancetwo Iinterpolation operators

AExtended+interpolation: includea,; add {i} tols

’ p (74 (I) d,'é F]
U r wr Q) LI
w B, W B, - &
N
W W — )
B | o

' (el

VS 1
Z
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MM -Extendedri Interpolation

A Generated and0 (requires comm.)
AOy AE@®CQ 0 p);rowsumsofdo andith column ofo

A Generate0 by scaling rows ofo  with 'O ; from right, i.e.
i-th row of 0 fulfills:

w (O ©O ©0) (6 Qo 0 0

A Requires more communication than extended interpolation!

. . ol
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MM -Extendedre Interpolation

ATo avoid communicating rows @
and generatind©
we use an estimate for the connectiontoi: @-

\ / G

A 0:05:\ 14
5
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Comparison CPU/GPU results on 16 nodes of Lassen
(64 Nvidia GPUs, 640 Power 9 cores)

A Coupled 3D Poisson problem with 3 variables on a grid of size n x n x n, system size:
3n3, 375,000 to 3Miofsper GPU

12.00

] _ 10.00
A GPUYCPU40MM-ext+i

8.00

A CPU4GId: ext+i

6.00

Seconds

4.00

C‘k
0.00

200 250 300 350 400
n

—-o—-GPU =0—-CPU40 —o0—CPU40-old
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Comparison CPU/GPU results on 16 nodes of Lassen
(64 Nvidia GPUs, 640 Power 9 cores)

A Coupled 3D Poisson problem with 3 variables on a grid of size n x n x n, system size:
3n3, 375,000 to 3Miofsper GPU

12.00
A GPU, CPU40IM-ext+i 10.00
. ) 8.00
A CPU46pld: ext+i 8
S 6.00
&
4.00
A al: 1 level ofhggrcoars
2.00
A CPU4@l-old: multipass 0.00
200 250 300 350 400
A GPUal, CPU4@a1: n
2-StageMM-eXt+e —o— GPU —o— CPU40 —o— CPU40-old
----GPU-al  --e--CPU40-al --e--CPU40-al-old
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Strategy for interfaces/solvers in preparation for
exascale platforms

A Strategy for semstructured interfaces/solvers:

T Mostly built on structured interface with some unstructured partg.e.
semistructured matrix A = S+U

1 Contains more suitable data structures than 1J interface due to structured
portion, but able to express more complex problems than structured
interface

1 Redesign of Struc8Structnterface in progress
that allows rectangular structured matrices

1 Semistructured AMG solver in development

part ()

. . ol
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Structured multigridmethods perform
significantly better than unstructured ones

.MG-PCG applied to a 7pt 3D Laplace problem using n x n x n grid
points per GPU

Seconds
O P N W N~ O O N 00 ©

—AMG —PFMG =--AMG-CPU ===PFMG-CPU
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PFMG Is an algebraic multigrid method for
structured grids

A Matrix A defined in terms of
grids and stencils

. oy Y

A Uses semcoarsening

A Simple 2pt interpolation P

M {AYAG&Aa aG§SYOAf 3INB ARItKat host O
9pt (2D), 27pt (3D)

A Optional nonGalerkinapproach (Ashby, Falgout), uses geometric
knowledge preserves stencil size

A Pointwise smoothing

A Highly efficient for suitable problems

»
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Semi-Structured Algebraic Multigrid Solver

A SStructMatrixs split into structured and unstructured couplings:
A= S+ U, where U is a very small portion of the matrix

A Generate interpolation and restriction for structured parts only:
Oh Y 0O
Adjust weights at part boundaries as needed
A Generate coarse grid operator:
6 YOO Y'Y Y'Y Y 7Y
mostly structured ops with good potential for efficient performance

A With simple 2point interpolation,”Y continues to be restricted to part
boundaries, no growth into interior

A Apply weighted Jacobi smootherts Y

. . 4l
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Software development of SSAMG

AWork in progress, built on redesigned Struct interface (not
optimized yet)

A Implemented SSAMG method, but rfatly optimized yet, i.e.,
view presented times with caution!

A Showsoverall good convergence for Laplace type problems on
blockstructuredgrids, e.qg.,

system sizes varying from 1M to 268M

S 56 Y T -----
75 PN P P P P e 11

M | | ooooie 31 42 50 69 72

.
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Results for 2 parts 3D mixed anisotropy (0.01)
(MG-GMRES(10)) on a Linux box

SSAMG AMG-4pt AMG-2pt AMG-4pt
1 Ivl agg (o

Setup time 15.8 10.1
Solve time 12.9 12.7 18.0 13.0
iterations 11 12 21 22
Total grid size: 192 x 192 x 192 N0 OE
System size: 7,077,888 R el L
AMG: PMIS coarsening, of-Tel-[-
weighted Jacobi (0.7) el ol Bl B8 e
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SSAMG AMG-4pt AMG-2pt AMG-4pt
1 Ivl agg C.

Setup time 11.7
Solve time 7.7 4.5 7.0 4.7
iterations 13 10 19 17

Grid size: 64 x 64 x 64 per part
System size: 4,194,304

AMG: PMIS coarsening,
weighted Jacobi (0.7)

Lawrence Livermore National Laboratory N A‘Sﬂ% 23

LLNL-PRES-823995 National Nuclear Security Administration




