
LLNL-PRES-823995. This work was performed under the auspices of the U.S. Department of Energy by 
Lawrence Livermore National Laboratory under contract DE-AC52-07NA27344. Lawrence Livermore National 
Security, LLC

Advances in hypreôsGPU 
Capabilities

Ulrike Meier Yang

July 2, 2021



LLNL-PRES-823995

2

ÁRob Falgout 

ÁRuipeng Li

ÁVictor Paludetto Magri

ÁBjorn Sjogreen

Áwww.llnl.gov/casc/hypre
Victor 

Paludetto Magri

Ruipeng LiRob Falgout

Bjorn Sjogreen

http://www.llnl.gov/casc/hypre


LLNL-PRES-823995

3

ÁGreater than 500,000x increase in 
supercomputer performance, with no end 
currently in sight!

ÁWe are now  pursuing exascalecomputing!

τ Exaflop = ρπ calculations per second

τ Fugakufirst computer to achieve this using 
ARM chip technology (for mixed-precision 
benchmark)

τ Other exascalesystems on the horizon 
using GPU technology:

ÅFrontier (Cray/AMD, ORNL, 2021/2022)

ÅAurora (Cray/Intel, ANL, 2021/2022)

ÅEl Capitan (Cray/AMD, LLNL, 2023)
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ÁCurrent architecture trends favor regular compute patterns and large 
problems for high performance

ÁDifficult for unstructured solvers as well as for multigrid methods with 
decreasing level sizes

ÁRequired different strategies in ƘȅǇǊŜΩǎinterfaces

ÁHypre has 3 interfaces

τ Structured (Struct)

τ Semi-structured (SStruct)

τ Linear-algebraic (IJ)

Data Layouts

structured composite block-struc unstruc CSR

Linear Solvers

PFMG, ... FAC, ... Split, ... MLI, ... AMG, ...

Linear System Interfaces
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ÁStrategy for structured solvers:
τ More suitable data structures 

(based on grids and stencils) allow easier porting through adapting of the 
BoxLoops

ÅCurrently allow use of CUDA, 
HIP, RAJA, Kokkos, OpenMP 4.5

τ BoxLoopswill also ease 
porting to Intel GPUs

ÁPFMG-PCG runs on Spock
(4 AMD MI-100, AMD Rome
per node)
τ CPU version: 4 MPI x 16 OMP

per node

τ GPU version: 4 GPUs per node

New
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ÁStrategy for unstructured solvers, particularly for most often used 
AMG preconditioner/solver BoomerAMG

τ CSR-based matrix data structures

τModularize into smaller chunks/kernels to be ported to CUDA for Nvidia 

GPUS initially

τ Convert CUDA kernels to HIP for AMD GPUs (partial support since hypre 

v.2.21.0!) and SYCL for Intel GPUs

τ Develop new algorithms for portions not suitable for GPUs (interpolation 

operators)

τ Various special solvers (e.g., Maxwell solver AMS,  ADS, AME, pAIR, MGR) 

built on BoomerAMGbenefit from this strategy
Now CUDA-

enabled!

New in v.2.22.0!
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Solve Phase:

mm(m) fuARelax =
mm(m) fuARelax =

1m(m)m ePe   eInterpolat +=

m(m)mm uAfr  Compute -= mmm euu     Correct +«

1m1m1)(m reA

Solve        

+++ =

m(m)1m rRr  Restrict =+

ÁJacobi, polynomial smoothers are all based on matrix-vector 
multiplications

ÁMG solve phase can now completely be expressed in terms of 
matrix-vector multiplications

ÁCan take advantage of efficient GPU kernels!
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ÁImplement generation of strength matrix (highly parallel)

ÁImplement fine-grained parallel coarsening algorithm: PMIS (highly parallel)

ÁImplement coarse-grid operator generation ςtriple matrix product ςmuch 
research for efficient matrix-matrix multiplication

ÁWhat about interpolation?

8

τ Select coarse ñgridsò 

τ Define interpolation:

τ Define restriction:

τ Define coarse-grid operators:

1,2,...m   ,P(m) =

(m)(m)(m)1)(m PARA =+

T(m)(m)(m) )(PR  often   1,2,...m   ,R == ,
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Distance-two interpolation operators

ÁApply classical interpolation to extended stencil, 1i
s

ÁExtended interpolation:
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ÁWeak connections 
to C-points complicate
formula and implementation!

i k
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MM-Extended Interpolation

ÁConsider ὃ
ὃ ὃ
ὃ ὃ

and ὃ Ὀ ὃ ὃ

Ádefine ὖ
ὡ
Ὅ

ÁGenerate ὃ and ὃ

ÁὈ ÄÉÁÇὃ ρ ; row sums of ὃ

ÁὈ ÄÉÁÇÄÉÁÇὃ ; diagonal of ὃ

ÁὈ ÄÉÁÇὃ ȟὃ ρ ; row sums of weak coefficients

ÁThen
ὡ Ὀ Ὀ ὃ Ὀ Ὀ ὃ ὃ ὃ
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Distance-two interpolation operators

ÁExtended MM-interpolation:

ÁOld:

i k
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Distance-two interpolation operators

ÅExtended+iinterpolation: include aki; add {i} to 1i
s

ὥ ὥ

ᶰ

ὥ ȇὥ

В
ᶰ ᷾ ȇὥ

i k



LLNL-PRES-823995

13

MM-Extended+i Interpolation

ÁGenerate ὃ and ὃ (requires comm.)

ÁὈȟ ÄÉÁÇὃ Ὡ ὃ ρ ; row sums of ὃ and i-th column of ὃ

ÁGenerate ὃ by scaling rows of ὃ with Ὀȟ from right, i.e. 

i-th row of ὃ fulfills:

Ὡὃ Ὡ ὃ Ὀȟ (requires comm.)

ÁὈ ÄÉÁÇÄÉÁÇὃ ὃ ; (only need diagonal of product)

ÁThen
ὡ Ὀ Ὀ Ὀ ὃ Ὅὃ ὃ ὃ

ÁRequires more communication than extended interpolation!
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MM-Extended+eInterpolation

ÁTo avoid communicating rows 

and generating Ὀȟ,

we use an estimate for the connection to i: 
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ÁCoupled 3D Poisson problem with 3 variables on a grid of size n x n x n, system size: 

3n³,  375,000 to 3M dofsper GPU

ÁGPU, CPU40: MM-ext+i

ÁCPU40-old: ext+i
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ÁCoupled 3D Poisson problem with 3 variables on a grid of size n x n x n, system size: 

3n³,  375,000 to 3M dofsper GPU

ÁGPU, CPU40: MM-ext+i

ÁCPU40-old: ext+i

Áa1: 1 level of aggr. coars.

ÁCPU40-a1-old: multipass

ÁGPU-a1, CPU40-a1:

2-stage MM-ext+e
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ÁStrategy for semi-structured interfaces/solvers:

τMostly built on structured interface with some unstructured parts, e.g., 
semi-structured matrix A = S+U

τ Contains more suitable data structures than IJ interface due to structured 
portion, but able to express more complex problems than structured 
interface

τ Redesign of Struct/SStructinterface in progress 
that allows rectangular structured matrices

τ Semi-structured AMG solver in development



LLNL-PRES-823995

18

Structured multigrid methods perform 
significantly better than unstructured ones
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PFMG is an algebraic multigrid method for 
structured grids

ÁMatrix A defined in terms of
grids and stencils

ÁUses semi-coarsening

ÁSimple 2-pt interpolation P
Ҧ ƭƛƳƛǘǎ ǎǘŜƴŎƛƭ ƎǊƻǿǘƘ ƛƴ ŎƻŀǊǎŜ ƎǊƛŘ ƻǇŜǊŀǘƻǊ 0AP to at most 
9pt (2D), 27pt (3D)

ÁOptional non-Galerkinapproach (Ashby, Falgout), uses geometric 
knowledge, preserves stencil size 

ÁPointwise smoothing

ÁHighly efficient for suitable problems
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ÁSStructMatrixis split into structured and unstructured couplings: 
A = S + U, where U is a very small portion of the matrix

ÁGenerate interpolation and restriction for structured parts only:

ὖȟ Ὑ ὖ

Adjust weights at part boundaries as needed

ÁGenerate coarse grid operator:

ὃ Ὑὃὖ ὙὛὖ ὙὟὖ Ὓ Ὗ

mostly structured ops with good potential for efficient performance

ÁWith simple 2-point interpolation, Ὗ continues to be restricted to part 
boundaries, no growth into interior

ÁApply weighted Jacobi smoother to Ὓ Ὗ
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ÁWork in progress, built on redesigned Struct interface (not 
optimized yet)

ÁImplemented SSAMG method, but not fully optimized yet, i.e., 
view presented times with caution!

ÁShows overall good convergence for Laplace type problems on 
block-structured grids, e.g.,

system sizes varying from 1M to 268M

# procs 1 4 16 64 128

# iters 11 12 13 13 12

times 3.1 4.2 5.0 6.9 7.2
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SSAMG AMG-4pt AMG-2pt AMG-4pt 

1 lvl agg. c.

Setup time 6.3 15.8 10.1 6.8

Solve time 12.9 12.7 18.0 13.0

iterations 11 12 21 22

2

2

Total grid size: 192 x 192 x 192

System size:    7,077,888

AMG: PMIS coarsening,

weighted Jacobi (0.7) 
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SSAMG AMG-4pt AMG-2pt AMG-4pt

1 lvl agg. c.

Setup time 4.3 11.7 7.6 4.5

Solve time 7.7 4.5 7.0 4.7

iterations 13 10 19 17

Grid size: 64 x 64 x 64 per part

System size: 4,194,304

AMG: PMIS coarsening,

weighted Jacobi (0.7) 


